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layer\_inx: -10

Batch\_size: 32 epochs: 50

[INFO] loss=1.4959, accuracy: 94.0000%

Training time: 237.5680947303772
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Precise: 0.9952153110047847,1.0, Recall: 1.0,0.9761904761904762, F1 Score: 0.9976019184652277,0.9879518072289156,layer\_inx: -9

Batch\_size: 32 epochs: 30

[INFO] loss=0.0656, accuracy: 99.6000%

Training time: 130.95020508766174

GMT\_general\_cyl.png,1,0

VGG19
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In summary, we develop machine learning methods identify and classify maps to learn the basic information such as geographic region and projection, test the effects of hyper-parameters in the methods, and explore the abilities of the methods to identify features in different positions of images and with distortions in shape. The experiment results indicate that machine learning methods are able to identify and classify maps correctly based on region and projection. Among the methods, CNN models can obtain the best results in general. The CNN models using pretrained architectures are able to get the highest accuracy rate, while the CNN models trained from scratch are more efficient in applications. It is also found that using more training images will output more accurate predictions in our developed models, while batch size cannot influence the accuracy significantly but can affect the training time. For the ability of the methods to discover the same features in different positions of images, MLPs and CNNs perform well, while the performance of SVMs is poor. As for the ability to detect features with some degree of distortions in shape, SVMs are the best, and CNNs can also get high accuracy, while MLPs show a clear trend of decreasing accuracy as the distortion degree increases.

There are also some limitations in our research. For example, the images for projection classification are not totally from online resources. Because it is difficult to find enough world map images using the same projection, some images are generated for projection classification. We tried our best to make the generated images realistic. In the future, if we got more image data, the models will be updated. What’s more, the models to identify maps based on geographic region and projection are trained using only four or five categories. For example, our model can only tell the geographic region of a map as one of China, South Korea, the United States, and the world. If the models are to be used in practice, more image data is needed.

As introduced, our research is the beginning work to understand the contents on maps. There are many directions to be explored in the future. For example, the map elements such as map titles and legends can be detected, and semantic analysis should be extracted based on the elements. After the map title area extracted from a map, optical character recognition (OCR) techniques can be used to obtain title texts, then we can know the topic of the map with semantic analysis of the title texts. The detected legend area can give us the information about attribute values and legend symbols for each of the categories, and then we can know the corresponding attribute value of each unit on map area. In future research, text and voice can be generated on the basis of the information obtained from map understanding. The outcome of the research can be meaningful in practice. A system can be built to help blind or vision-impaired users to understand the contents of maps. Besides, map understanding is useful in image retrieval and update in a large image database based on content of the image map. For example, if database managers want to add new map images into a large database for images of various categories, automatically recognizing map information (e.g. geographical region) will facilitate the process, saving a considerable amount of manually labeling costs.